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Deep learning is 
everywhere
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But what is actually
going on in DL models?
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Deep learning models are often complex, application-driven, and hard to 
investigate.

Visualization is crucial for understanding deep learning models.

What does visualization in deep learning look like?

Deep learning models are complex



Hohman, F., Kahng, M., Pienta, R., & Chau, D. H. (2018). Visual analytics in deep learning: An interrogative survey for the next frontiers. IEEE transactions on visualization and computer graphics, 25(8), 2674-2693.
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Explainability
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Pixel attribution/Saliency maps are a unique case of feature attribution for image classifiers.

Image classifiers produce

Pixel attribution methods take                                  as input 

And output a relevance score 

Attribution for Pixels
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Saliency Map Approaches

Perturbation-BasedGradient-Based
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Step 1: Pass the image through the network.

Step 2: Compute the gradient of the class score w.r.t the input pixels.

Step 3: Visualize the gradients (either by taking the absolute values or 
visualizing positive/negative values separately).

Saliency Map Approach



Indicating the 
book, rather than 
the dog!

Example taken from Christoph Molnar’s online 
“Interpretable Machine Learning” book.
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Differences in Pixel Attribution Output

Adebayo, J., Gilmer, J., Muelly, M., Goodfellow, I., Hardt, M., & Kim, B. (2018). Sanity checks for saliency maps. Advances in neural information processing systems, 31.
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Pixel Attribution Takeaways

There can be significant variation in the output of different saliency map methods.

Yet, saliency maps still provide an easy-to-digest local explanation method for images.
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Debugging and 
Summarization
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Summit: Scaling Deep Learning Interpretability

Understanding how a DL model generates a prediction is tricky.

Summit is a visual analytics system to summarize and visualize what features a DL model is learning.

Instead of local attributions, Summit provides a more aggregated view of what a model is learning.
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Attribution Graph



Fabio Miranda | CS524: Big Data Visualization & Visual Analytics

Activation and Influence Aggregation
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Summit: Scaling Deep Learning Interpretability
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Summit Use Cases: Unexpected Semantics

Tench 
Fish

The model is learning 
hands in early layer but 
not the fish!

Tench is a common fish 
to be caught for sport.
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Would you hold this lionfish?
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Would you hold this lionfish?

Lionfish have venomous 
fins and are hazardous 
to divers and fishermen.

No hands here!
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Summit Use Cases: Unexpected Semantics
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Summit Use Cases: Mixed Class Association through Layers
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Summit Use Cases: Discriminable Features in Similar Classes
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Teaching
Deep Learning Concepts
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CNN Explainer
Understanding deep learning is challenging, especially for beginners.

CNN Explainer is a system which helps understand CNNs, which are 
often taught in intro DL classes and used in practice.

CNN Explainer was designed in conjunction with instructors and 
students

Wang, Z. J., Turko, R., Shaikh, O., Park, H., Das, N., Hohman, F., ... & Chau, D. H. P. (2020). CNN explainer: learning convolutional neural networks with interactive visualization. IEEE 
Transactions on Visualization and Computer Graphics, 27(2), 1396-1406.
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Learning DL is hard!
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CNN Explainer
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CNN Explainer
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CNN Explainer
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CNN Explainer
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CNN Explainer Takeaways
Users found the connection between model structure and low-level mathematical 
operations helpful.

Animations improve engagement and aid in navigation,

Customization facilitates engagement and hypothesis testing.
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Libraries for DL 
Visualization
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Improved visualization capabilities are now packaged in many popular 
DL libraries, like TensorFlow.
TensorBoard is a visual analytics system that allows one to:

Tensorboard

Track and visualize metrics

Visualize the operation graph

Track weights over time

Project inputs into low dimensions
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Tensorboard
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Tensorboard (Operation Graph)
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Tensorboard (Distribution View)
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Tensorboard (Histogram View)
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Visualizing the loss or gradients can help adjust the learning rate. Also 
helpful to see such values live.

Visualizing the computation graph can help identify that the model is 
doing what the practitioner intends.

Visualizing weights over time can help spot issues such as poor 
initializations. 

Uses of TensorBoard
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Model assessment



Fabio Miranda | CS524: Big Data Visualization & Visual Analytics

We will show methods. We will show 
systems.

Methods
Confusion matrices

ROC Curves
Calibration

Systems
Squares

Confusion Wheel
Calibrate
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Accuracy is simple.
Where does it fail?
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Consider a disease prediction model. 
Suppose the hypothetical disease has a 5% prevalence in the population. 
The given model converges on the solution of predicting that nobody has the 
disease (i.e., the model predicts “0” for every observation).

Our model is 95% accurate. Yet, public health officials are stumped.

Scenario: Disease Prediction
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Extended Confusion Matrix
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Extended Confusion Matrix
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Confusion Matrices in sklearn
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Confusion Matrices in sklearn
Pros

- Many derived metrics
- Easy to implement
- Summary of model mistakes is clear

Cons
- Hard to scale
- Hard to assess probabilistic output
- Hard to view individual errors
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ROC Curves
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Classifiers of another age
Classifier Data

As radar technology advanced during WW2, the need for a standard system to evaluate detection accuracy 
became apparent. ROC analysis was developed as a standard methodology to quantify a signal receiver's ability 
to correctly distinguish objects of interest from the background noise in the system.

Class 1

Class 0
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ROC analysis is another way to assess a classifier’s output.

ROC analysis developed out of radar operation in the second World War, where operators were 
interested in detecting signal (enemy aircraft) versus noise. Thereafter, it became popular in 
medicine and bioinformatics.

We create an ROC curve by plotting the true positive rate (TPR) against the false positive rate 
(FPR) at various thresholds.

Receiver Operating Characteristic (ROC)
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ROC Curve
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ROC Curve

Good classifiers will 
exhibit ROC curves 
that are “up and to 
the left”.

We can calculate the 
“area under the 
curve”, or AUC, as a 
measurement of 
classifier quality.
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ROC Curve (multiclass)
In multiclass 
scenarios, we 
have to binarize 
the labels and 
plot each 
separately. 

Micro-average
Aggregate contributions of all 
classes to calculate the 
metric. Useful if there is class 
imbalance.

Macro-average
Compute the metric for each 
class separately, then take 
average (treats all classes 
equally). 
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Visual Analytics Systems
Model Understanding
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Squares (2016)

Ren, D., Amershi, S., Lee, B., Suh, J., & Williams, J. D. (2016). Squares: Supporting interactive performance analysis for multiclass classifiers. IEEE 
transactions on visualization and computer graphics, 23(1), 61-70.

Challenges

Count-Based 
Metrics
Score-Based 
Metrics
Instance Level
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Squares

Ren, D., Amershi, S., Lee, B., Suh, J., & Williams, J. D. (2016). Squares: Supporting interactive performance analysis for multiclass classifiers. IEEE 
transactions on visualization and computer graphics, 23(1), 61-70.



Fabio Miranda | CS524: Big Data Visualization & Visual Analytics

Squares

Ren, D., Amershi, S., Lee, B., Suh, J., & Williams, J. D. (2016). Squares: Supporting interactive performance analysis for multiclass classifiers. IEEE 
transactions on visualization and computer graphics, 23(1), 61-70.
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Squares

Ren, D., Amershi, S., Lee, B., Suh, J., & Williams, J. D. (2016). Squares: Supporting interactive performance analysis for multiclass classifiers. IEEE 
transactions on visualization and computer graphics, 23(1), 61-70.
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T1: Select the classifier with the larger number of errors (this required displaying two 
visualizations side-by-side). 

T2: Select one of the two classes with the most errors. 

T3: Select an error with a score of .9 or above in the wrong class. 

T4: Select the classifier with the worst distribution (this required displaying two visualizations 
side-by-side). 

T5: Select one of the two classes with the worst distribution. 

T6: Select the two classes most confused with each other.

Evaluating Squares
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Compared against an interactive confusion matrix.

We ran the comparison part of the study as a 2 (Visualization: Squares vs. ConfusionMatrix) x 2 
(Class-Size: Small vs. Large) x 3 (Task: T1, T2, and T3) within-subjects design. 

Small class size classifiers had 5 classes and Large ones had 15.

Evaluating Squares
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Evaluating Squares
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Evaluating Squares
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Alsallakh et. al. (2014)

Alsallakh, B., Hanbury, A., Hauser, H., Miksch, S., & Rauber, A. (2014). Visual methods for analyzing probabilistic classification data. IEEE transactions 
on visualization and computer graphics, 20(12), 1703-1712.
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Alsallakh et. al. (2014)

Alsallakh, B., Hanbury, A., Hauser, H., Miksch, S., & Rauber, A. (2014). Visual methods for analyzing probabilistic classification data. IEEE transactions 
on visualization and computer graphics, 20(12), 1703-1712.



Fabio Miranda | CS524: Big Data Visualization & Visual Analytics

Beauxis-Aussalet and Hardman (2014)

Beauxis-Aussalet, E., & Hardman, L. (2014). Visualization of confusion matrix for non-expert users. In IEEE Conference on Visual Analytics Science 
and Technology (VAST)-Poster Proceedings.
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Beauxis-Aussalet and Hardman (2014)
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Calibration
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What if accuracy doesn’t 
matter?
What if we care about probabilities instead of labels?
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Consider a weather channel that sets a chance of rain to its viewers, daily. 

The average chance of rain is 30%. 

Since the channel doesn’t use machine learning, they simply tell their viewers there is 
an 30% chance of rain every day.

The weather channel claims it is accurate, but all that the viewers have learned is that 
there is, on average, a 30% chance of rain.

Scenario: Weather Prediction
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Typically, we turn to accuracy to help us evaluate models. This makes sense 
when the model output we care about is the predicted class label.

Oftentimes, however, we are interested in the probabilistic output. For example, 
applications that rely on probabilistic quantities, like betting, require our models 
not necessarily to be accurate but return probabilities that reflect reality.

What is calibration?
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Modern neural networks can often 
produce “bad” probabilistic outputs

How do we measure how well a 
model’s probabilistic output aligns with 
reality?

Image taken from Guo, C., Pleiss, G., Sun, Y., & Weinberger, K. Q. (2017, July). On 
calibration of modern neural networks. In International Conference on Machine 
Learning. PMLR.
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Basic Calibration Plots (Reliability Diagram)
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Expected Calibration Error (ECE)
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Expected Calibration Error (ECE)
Total number of 

bins

Samples in bin b

Total 
samples

Accuracy in bin 
b

Average 
predicted 

probability in bin 
b
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Maximum Calibration Error (MCE)
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Calibration in sklearn Bin 1 Example

- Three observations, 
predicted 0.1, 0.2, and 
0.3.

- All three observations 
are truly of class “0”.

- Assume a decision 
boundary of 0.5.

- Thus:
Can also pass a parameter strategy as ‘uniform’ or 
‘quantile’.
Check out the official sklearn documentation.

https://scikit-learn.org/stable/modules/generated/sklearn.calibration.calibration_curve.html
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Visualization Calibration for Multi-Class Problems

Image taken from Vaicenavicius, Juozas, et al. "Evaluating model calibration in classification." The 22nd International Conference on Artificial Intelligence and Statistics. PMLR, 2019.
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What to do if your classifier is uncalibrated?
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Platt Scaling
True label Classifier output

Determined via MLE
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Platt Scaling
Assumes the calibration curve can be corrected by applying a sigmoid to the raw 
predictions.

Works best if the calibration error is symmetrical (classifier output for each binary 
class is normally distributed with the same variance) 

This can be a problem for highly imbalanced classification problems, where 
outputs do not have equal variance.

In general this method is most effective when the un-calibrated model is under-
confident and has similar calibration errors for both high and low outputs.
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Isotonic Regression
Fits a non-parametric isotonic regressor, which 
outputs a step-wise non-decreasing function.

Isotonic regression is more general when 
compared to Platt scaling, as the only restriction 
is that the mapping function is monotonically 
increasing. 

Thus, isotonic regression is more powerful as it 
can correct any monotonic distortion of the un-
calibrated model. However, it is more prone to 
overfitting, especially on small datasets.
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Isotonic vs. Platt Scaling
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Proper scoring rules are calculated at the observation level, where as ECE is binned.

Brier Score

Log Loss

Proper Scoring Rules

from sklearn.metrics import brier_score_loss, log_loss
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Evaluation Trade-Off

ECE: 0
Log Loss: 
0.6365

Image taken from ECML/PKDD 2020 Tutorial on Evaluation Metrics and Proper Scoring Rules 
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Evaluation Trade-Off

Now, change all of the “1” class to 
have predicted probabilities of 0.9. 
Then, we see

Accuracy: 1 (-)
ECE: 0.1 (increased)
Log Loss: 0.1054 (decreased)

Q: Why did log loss decrease?

Image taken from ECML/PKDD 2020 Tutorial on Evaluation Metrics and Proper Scoring Rules 
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Evaluation Trade-Off
Now, change all of the “1” class to 
have predicted probabilities of 0.9. 
Then, we see
Accuracy: 1 (-)
ECE: 0.1 (increased)
Log Loss: 0.1054 (decreased)

Q: Why did log loss decrease?
A: Proper scoring rules can be 
decomposed into terms with 
different interpretations (Kull and 
Flach, 2015).

Image taken from ECML/PKDD 2020 Tutorial on Evaluation Metrics and Proper Scoring Rules 
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(1) Reliability diagrams are a standard way to visualize calibration.

(2) ECE is a summary of what reliability diagrams show.

(3) Proper scoring rules (Log loss, Brier score) measure different aspects of probability 
correctness.

(4) However, proper scoring rules cannot tell us where a model is miscalibrated.

Calibration Takeaways
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Niculescu-Mizil, A., & Caruana, R. (2005, August). Predicting good probabilities with supervised learning. In Proceedings of the 22nd international 
conference on Machine learning (pp. 625-632).

Nixon, J., Dusenberry, M. W., Zhang, L., Jerfel, G., & Tran, D. (2019, June). Measuring Calibration in Deep Learning. In CVPR Workshops (Vol. 2, 
No. 7).

Guo, C., Pleiss, G., Sun, Y., & Weinberger, K. Q. (2017, July). On calibration of modern neural networks. In International Conference on Machine 
Learning (pp. 1321-1330). PMLR.

Vaicenavicius, J., Widmann, D., Andersson, C., Lindsten, F., Roll, J., & Schön, T. (2019, April). Evaluating model calibration in classification. In 
The 22nd International Conference on Artificial Intelligence and Statistics (pp. 3459-3467). PMLR.

Kull, M., & Flach, P. (2015, September). Novel decompositions of proper scoring rules for classification: Score adjustment as precursor to 
calibration. In Joint European Conference on Machine Learning and Knowledge Discovery in Databases (pp. 68-85). Springer, Cham.

ECML/PKDD 2020 Tutorial: Evaluation metrics and proper scoring rules.

Google Colab notebook for calibration curves.

Suggested Calibration Literature

https://dl.acm.org/doi/pdf/10.1145/1102351.1102430?casa_token=o_8UMED_0fIAAAAA:MIq2GzQTPT0f-aWNDSijbcnzJN1riBdGqjq9FGn-wOZ188AOtXbTqRPkc9PuQGKSFIo5b4fM8-ItjQ
http://openaccess.thecvf.com/content_CVPRW_2019/papers/Uncertainty%20and%20Robustness%20in%20Deep%20Visual%20Learning/Nixon_Measuring_Calibration_in_Deep_Learning_CVPRW_2019_paper.pdf
http://proceedings.mlr.press/v70/guo17a/guo17a.pdf
http://proceedings.mlr.press/v89/vaicenavicius19a/vaicenavicius19a.pdf
https://link.springer.com/content/pdf/10.1007/978-3-319-23528-8_5.pdf
https://link.springer.com/content/pdf/10.1007/978-3-319-23528-8_5.pdf
https://classifier-calibration.github.io/assets/slides/clacal_tutorial_ecmlpkdd_2020_evaluation.pdf
https://colab.research.google.com/drive/1mqDVJICMBg2eoIr2VPaDjQFUzlDT3grc?usp=sharing
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Visual Analytics Systems
Calibration
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Xenopoulos et. al. (2022)
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Parameters Matter!

Bins: Number of discrete bins
Strategy: Bins of uniform size (UNIFORM) or of equal number of instances 
(QUANTILE)
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Subtle parameter changes have big impacts

Using 10 bins 
suggests the model is 
miscalibrated for 
predictions in the 0.6-
0.8 range.

But, using 8 bins 
indicates a fairly 
calibrated model.
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Learned reliability diagrams learn the 
relationship between predictions and outcomes
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Xenopoulos et. al. (2022)



Easy to use

Parameter 
control

Reliability 
diagrams

Instance 
inspection

Subset 
creation

Performance 
metrics

Interactive 
component
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Analyzing model performance is a critical task in a machine learning workflow.

Visualization is useful for understanding context and conveying performance to 
stakeholders.

Many classical, static visualization techniques are now benefiting from reworked visual 
representations and interactivity.

Recap: Model Assessment



Fabio Miranda | CS524: Big Data Visualization & Visual Analytics 96

Model understanding
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Agenda

White/Glass Box Black Box
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Model Validation and Improvement

Decision-Making and Knowledge Discovery

Gain Confidence and Obtain Trust

Why Model Interpretation & Explanation?
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Methods for machine learning model interpretation can be classified according 
to various criteria:
White-box / Intrinsic interpretability: Machine learning models that are 
considered interpretable due to their simple structure, such as short decision 
trees or sparse linear models. Interpretability is gained by explaining the 
internal structure of  the model.
Black-box / Post-hoc interpretability: Machine learning models that are hard 
to gain a comprehensive understanding of their inner working (e.g., deep 
neural networks) are considered black boxes. Interpretability is gained by 
explaining the model behavior after training.

How Do We Interpret Model Behavior?
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Generalized Additive 
Models
White-Box Model



Fabio Miranda | CS524: Big Data Visualization & Visual Analytics

Generalized additive models extend standard linear models by allowing 
non-linear functions of each of the variables.

Generalized Additive Models (GAMs)
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Generalized Additive Models (GAMs)

Shape Functions

Generalized additive models extend standard linear models by allowing 
non-linear functions of each of the variables.
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Generalized Additive Models (GAMs): An Example
Wage = f(year, age, education) = b0 + f1(year) + f2(age) + f3(education)
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Generalized Additive Models (GAMs):
Pros and Cons

Pros

GAMs allow us to fit a non-linear fj to each Xj , 
so that we can model non-linear relationships 
easily. 

The non-linear fits can potentially lead to better 
predictions.

Because the model is additive, we can examine 
the effect of each Xj on Y for each observation. 
This is useful for visualization.

Cons

GAMs are restricted to be additive. With many 
variables, important interactions can be missed 
or computationally infeasible to find.
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Explainable Boosting Machines
However, as with linear regression, 
we can manually add interaction terms 
to the GAM model by including 
additional predictors of the form Xj ×
Xk , which necessitates shape function 
fjk(Xj , Xk) , into the model.
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Explainable Boosting Machines in Practice
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Explainable Boosting Machines in Practice

interpret.ml

EBM Link
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Visualizing EBMs (or GAMs)

Partial Dependency Plot
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Visualizing EBMs (or GAMs)

Partial Dependency Plot
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Visualizing EBMs (or GAMs)

Feature contributions for an individual observation
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Gamut

https://www.microsoft.com/en-us/research/publication/gamut-a-design-probe-to-understand-howdata-scientists-understand-machine-learning-models/
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Gamut
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GAM Changer
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GAM Changer
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Black Box Methods
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Oftentimes, complex model architectures obfuscate the internal logic of 
the model (e.g., neural networks, support vector machines, etc.)

In these cases, we turn to “black-box” explanation methods. These 
methods are gaining significant popularity among machine learning 
practitioners.

When to use black-box explanation 
methods?
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LIME is a popular technique to produce local 
explanations, which produces feature 
attributions for a given observation.

LIME is applicable to many kinds of data, 
including tabular, text and image.

Locally Interpretable Model Explanations (LIME)
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Problem: Complex models lack the ability to generate explanations for 
individual observations.

Idea: Use a surrogate model to estimate the local behavior of a model 
using an interpretable model.

LIME



Fabio Miranda | CS524: Big Data Visualization & Visual Analytics

LIME Framework

Select observation of interest.

Perturb dataset and generate predictions using black 
box model.

Train an interpretable model (e.g., linear regression) on 
the perturbed dataset.

Use weights of interpretable model to explain the 
prediction.

LIME
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LIME
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LIME for Text and Images
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LIME: Pros and Cons

Generalized to any underlying black-box model.

Simple to use and understand.

Parameters are hard to tune.

Results can be unstable.

Pros Cons
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SHAP is another popular local explanation 
technique that based on game-theoretic optimal 
Shapley values.

The SHAP Python library contains rich 
visualization capabilities.

SHapley Additive exPlanations
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SHAP’s goal is to assign contribution for output f(x) for each feature.

Each feature in the model represents a player in a game.

When a feature has “joined the game”, then we consider the value of that 
feature known.

SHAP Basics
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Relationship between SHAP and PDP’s



Fabio Miranda | CS524: Big Data Visualization & Visual Analytics

Relationship between SHAP and PDP’s
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Sum(SHAP Values) = f(x) - E(f(X))
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Visualizing
SHAP Values



Fabio Miranda | CS524: Big Data Visualization & Visual Analytics

SHAP Force Plot

E[f(X)] f(X)
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SHAP Force Plot

These are just the force plots flipped 
vertically!
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SHAP Summary Plot
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SHAP Dependence Plot
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SHAP: Pros and Cons

Generalized to any underlying black-box model.

Strong visualization capabilities.

Theoretical foundation.

KernelSHAP can be very slow.

Does not account for feature correlation.

Pros Cons
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The ability to interpret models and explain their predictions is an increasing need for many 
practitioners.

Many libraries now contain the ability to visualize many aspects of model interpretability, 
oftentimes in interactive formats.

Popular methods like LIME & SHAP contain various pitfalls that end users need to consider.

Recap: Model Understanding


